Development and Optimization of a Multimodal Natural User Interface for Patients with

Severe Motor Disabilities
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A quadriplegic is a person who is paralyzed from the neck down.
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